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ABSTRACT
Large displays are becoming prevalent, but little research has been 
conducted to quantify their effect on an individual user. We 
present an experiment in which users’ reading comprehension of 
text displayed on physically large and small displays are 
compared through three types of tasks. By adjusting the viewing 
distance for both displays, we maintained a constant visual angle. 
This experiment demonstrated that differences in display size did 
not affect users’ performance in brief reading comprehension 
tasks, that is, both search tasks involving small units such as 
characters or words and comprehension tasks involving larger 
units such as sentences or paragraphs. We found a large difference 
between the outcome of this experiment relating to text media and 
the results of previous research, which showed that for picture and 
video media, large displays bias users toward an egocentric 
perspective and small displays bias them toward an exocentric 
perspective. 
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1. INTRODUCTION
It is possible to view various media content on devices such as 
smart phones, portable DVD players and electronic tablets, and 
viewing media using such small displays is now a widespread 
practice. In contrast, there is a tendency in offices and homes to 
choose large displays and televisions. Now that media is viewed 
by users on a diverse range of display sizes, the choice of places 
where media can be experienced is extensive. 

However, little effort has been spent on understanding the design 
of the physical computer and its associated display devices [2]. 
Most work in this area has focused on pragmatic issues 
surrounding the changing form factors of displays, but few 
researchers have devoted much attention to understanding how 
physical affordances of these displays fundamentally affect 

human perception and thought. As such, design principles have 
been uniformly applied across a variety of display devices that 
offer different cognitive and social affordances. 

In particular, limited research has been conducted focusing on the 
physical display size, an important display characteristic. While 
full-scale electronic publishing centering on text, such as 
newspapers and novels, is expected to develop in the future, little 
research is being performed to systematically quantify the effects 
of the physical display size on users’ reading comprehension of 
text. 

In this paper, we present an experiment comparing users’ reading 
comprehension of text presented on both small and large displays. 
To examine only the effects of physical display size, we 
maintained a constant visual angle for the two displays (i.e., the 
size of the field of view) by adjusting the viewing distances 
(Figure. 1). How will task performance under these two 
conditions differ when the information presented on both displays 
is identical? Because previous research has clarified that 
comprehension of pictures and videos differs depending on the 
physical display size, it is reasonable to expect similar differences 
for cases involving text. In this paper, we showed that contrary to 
expectations, physical display size has, at least for a brief reading 
comprehension task, no effect whatsoever on users’ reading 
comprehension of text. 

2. RELATED WORK
Much research [26, 6, 25, 8] has focused on collaborative work in 
which multiple users share a large display, but there is 
comparatively little research that objectively measures the effect 
of large displays on an individual user. Owing to space constraints, 
large displays are typically placed closer to users than small 
displays. In other words, large displays often present a larger 
retinal image (i.e., field of view (FOV)) to users. Some studies 
have examined the subjective effect of differences in FOV size on 
an individual user. They reported that when pictures or videos are 
viewed on a large display that offers a wide FOV, users have an 
increased sense of presence [3, 7], immersion [14, 22], vigilance 
[23], satisfaction [14], presence (i.e. sensation of being there) [9], 
and powerfulness [9] as well as a higher level of involvement [5] 
and simulator sickness (i.e. visually induced motion sickness) [14]. 
In addition, Reeves et al. [23] and Lin et al. [14] showed that as an 
objective performance indicator, a large FOV improves recall of 
presented information. These studies showed that when viewing 
distance is the same, sense of presence, immersion, and memory 
increases with a large FOV. However, because visual angle (that 
is, the size of the FOV) changes with viewing distance, physical 
display size and visual angle are not necessarily proportionate. 
Therefore, it is necessary to control visual angle by changing 
viewing distance and investigate whether the appearance of 
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information changes with physical display size and viewing 
distance, even when visual angle is constant. 

Few studies address this issue. Chapanis et al. [4] conducted an 
experiment comparing the readability of the degrees of a dial 
drawn on a board at five different viewing distances and sizes. In 
their experiment, viewing distance was adjusted in proportion to 
physical dial size in order to maintain a constant visual angle. The 
results showed that for large dials at a distance of 70 cm or more, 
it took less time to read the degrees on the dial. Patrick et al. [20] 
compared a desktop monitor, a large projection screen, and a 
head-mounted display (HMD) kept at identical visual angles and 
found that while users’ memory and cognitive map building is less 
accurate when using a small desktop monitor, there is no 
difference between HMDs and large projection screens. Using the 
Simulator Sickness Questionnaire, which is a subjective 
assessment scale for simulator sickness, Shigemasu et al. [24] 
showed that even when visual angles are the same, physically 
large displays cause a higher degree of visually induced motion 
sickness. Human perception of space is broadly divided into 
egocentric coordinate systems, where the environment is 
positioned around one’s self as the axis, and exocentric coordinate 
systems, where it is positioned in an external coordinate system 
outside of one’s self [10]. Tan et al. [28] set a spatial orientation 
task using pictures and videos and found that even when visual 
angles are identical, large displays encourage users to select an 
egocentric coordinate system as a cognitive strategy, whereas 
small displays encourage the selection of an exocentric coordinate 
system. On the basis of this finding of Tan et al., Bao et al. [1] 
reasoned that if display size affects how pictures or videos are 
viewed, it will also affect the type of verbal expressions used 
when viewing pictures or videos. They had participants perform a 
task in which they were shown a video clip and asked to tell its 
story in words. The results showed that for participants viewing 
the clip on a large display, even when visual angles were identical, 
a higher percentage used local deixis expressions (e.g., this, here) 
than remote deixis expressions (e.g., that, there). These studies 
showed that even when the display’s retinal image size is the 
same, the way an individual views picture or video media changes 
with physical display size. 

As described above, although there has been some research into 
how physical display size affects the way an individual views 
picture or video media, no research has examined how it affects 
the way text media are read. Text is the most basic medium of 
transferring information. Therefore, we investigated how an 
individual’s reading comprehension of text is affected by physical 
display size at a constant visual angle. We based our study on the 
findings presented by Tan et al. and Bao et al. We predicted that if 
the fact that when information is presented as pictures or videos, 
large displays encourage the user to use an egocentric perspective 
and local deixis expressions and small displays encourage the use 
of an exocentric perspective and remote deixis expressions holds 
true, then for information presented as text, large displays should 
encourage users to read text from a local perspective, whereas 
small displays should encourage reading from a global perspective. 

3. EVALUATING READING
COMPREHENSION OF TEXT DISPLAYED 
ON AN ELECTRONIC DISPLAY 
In this section, we examine the methods of evaluating reading 
comprehension of text shown on a display. 
The process of reading comprehension of text involves two types 
of processing: bottom-up processing, in which meaning is 

construed in some way from individual characters to words, from 
the meaning of words to phrases and sentences, and from the 
meaning of sentences to paragraphs and whole texts, and top-
down processing, where on the basis of pre-existing knowledge 
related to the text and activated by the reading part of the text, 
predictions and hypotheses held by the reader determine the input 
and prescribe the meaning of words and sentences [30, 19]. One 
way of evaluating the extent to which a user has read text on a 
display from a local or a global perspective is to measure the 
user’s reading comprehension for each level of the text, that is, the 
words, phrases, sentences, and paragraphs processed in the 
bottom-up process. 
Most research into reading comprehension of text on an electronic 
device has measured the impression at the point of reading 
comprehension by a subjective evaluation method [18, 17]. 
However, these studies have limitations such as repeatability or 
the fact that subtle psychological effects that the user cannot 
articulate cannot be investigated. In contrast, a few studies have 
objectively and quantitatively evaluated the effects on the user at 
the point of reading comprehension on a desktop monitor. For 
instance, Piolat et al. [21] experimentally tested the effect of two 
different user interfaces on a desktop monitor, employing either 
page-by-page presentation or page scrolling, on reading 
comprehension of text. They set three levels of text construction 
as processed from the bottom up at the point of reading 
comprehension, namely surface, cohesion, and coherence, and set 
a task where mistakes in the text that included errors on each level 
had to be detected and corrected. The distinguishing feature of 
their technique is the mistakes can be automatically generated 
because tasks can be generated by randomly sampling words, 
sentences, and paragraphs from a text. Similarly, Honda [11] 
examined the effects on reading comprehension of different 
presentation interfaces on a desktop monitor. Honda asked 
participants to select an explanatory text from a group of 
candidates that matched the content of the test text. Because 
problem selection and generation of the explanatory text was 
performed only manually in this technique, arbitrariness and 
tester’s subjectivity are easily introduced. 
As the evaluation technique of Piolat et al. uses tasks where 
arbitrariness does not play an obvious role, we concluded that it is 
suitable for testing the validity of our prediction, at the end of the 
previous section, that large displays encourage reading 
comprehension of text from a local perspective and small displays 
encourage reading comprehension from a global perspective. 
Accordingly, we set three different levels of text construction in 
our experiment, as in that of Piolat et al., and provided tasks for 
each level. We set the three levels to meet the following criteria: 

(a) Level 1: surface 
For readers to answer questions at this level, extremely local 
processing alone suffices, for instance, grasping the meaning of 
characters, words, and punctuation marks. They do not need to 
build a global representation of the text. 

(b) Level 2: cohesion 
Questions at this level affect the relationships between the 
constituents of a sentence or adjacent sentences. For readers to 
answer questions at this level, it suffices to grasp only the 
meaning of related parts of the text and does not necessitate an 
overall representation of the meaning of the text as a whole. 
Verbal expressions indicating cohesion [27] between constituents 
include reference, substitution, and conjunction expressions. 
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(c) Level 3: coherence 
For readers to answer questions at this level, they need to have 
already built or have attempted to build a coherent representation 
of text content which linked different blocks of information 
together. 

4. EXPERIMENTAL SETUP
4.1 Apparatus 
For the small display, we used a 4.5" LCD (Sony VAIO VGN-
UX90PS) and for the large display, we used a 65" plasma screen 
(Panasonic VIERA TH-65PX500) (Figure. 1). 

The original display aspect ratio for both screens was 16:9, but to 
conduct the experiment at the standard ratio of 4:3, we did not use 
the left and right sides of the display area. The pixel count of the 
display area used in our experiment (hereafter, “used display 
area”) for both displays was 800 × 600. The width of the used 
display area was 76.6 mm for the small display and 1,074 mm for 
the large display; thus, the physical size ratio of the used display 
area for the two screens was 1:14. 

It is desirable that the displays’ pixel size ratio is also equivalent 
to this physical size ratio (1:14). From the available products, we 
selected two displays in which physical size ratio and pixel size 
ratio are as similar as possible. The pixel sizes of the small and 
large displays we employed were 0.096 and 0.75 mm, respectively, 
which yielded a large display to small display ratio of 7.8:1. 
Because we know that viewing at a distance from which pixels 
can be perceived can affect vision, we asked all participants 
whether they could see the pixels or the pixel structure. Because 
none of them could see the pixels, we did not consider the effect 
on vision when pixels can be perceived in this experiment. 
For both displays, we adjusted viewing distance so that visual 
angles (the sizes of the image projected onto the retina from a 
specific position in the room) were identical. In this study, we set 
the viewing distance for the small display at 200 mm and that for 
the large display at 2800 mm, whereas the horizontal visual angle 
for the used display areas of both devices was set to a unified 22 
deg. 
The refresh rate was set to 60 Hz. To ensure identical color, 
brightness, and contrast of both displays, we adjusted these 
parameters on the basis of human observation. 
To ensure unchanged viewing distances for both displays during 
the experiment, we asked participants to lean their backs and 
heads against the back of a chair or wall and to keep their head 
positions and viewing postures fixed. We adjusted chair height for 
each participant so that the distance from the floor to the center of 
the used display area and the floor–eye distance were equal. 
Considering the possibility that the environment surrounding the 
displays might affect users, we did not make users move between 
two separate rooms but kept the surroundings constant by placing 
the displays in the same room. The room was a university lab 
room (24 m2) without any natural light and was lit by eight 32 W 
fluorescent lamps. Because all university rooms are fitted 
according to the Standards for School Environmental Sanitation, 
we can say that this is an environment with standard lighting. 
The mouse, mouse working velocity, and design of the mouse 
pointer used by the participants to input their answers were the 
same for both displays. 

Figure 1.  Display Properties and Experimental Conditions. 

4.2 Keeping Color, Brightness, Contrast 
Constant 
For this experiment, we needed to equate display characteristics 
such as color, brightness, and contrast across two displays. 
To measure the spectral distribution of the light coming off the 
displays as well as the tristimulus values of this distribution when 
information is displayed, a spectral radiometer and a colorimeter 
can be used. MacIntyre et al. [15] proposed an approach to 
calculating luminance contrast on a CRT, however, this method is 
expensive, time-consuming, and laborious. This was especially 
true for our study, in which multiple displays needed to be 
calibrated. Calibration is further complicated by human visual 
phenomena such as light, dark, chromatic, and transient 
adaptations [16]. Furthermore, even when the parameters of 
different displays are matched perfectly using instruments, it is 
well known that humans will view the displays subjectively and 
not necessarily perceive them as matched.  
In our study, when evaluating the effects of media on cognitive 
activity, we did not focus on the importance of matching the 
parameters of each device with an instrument. Instead, it was 
important that the displays “seemed identical” to the human eye. 
This approach also corresponds to Tjan’s [29] view that “human 
observer is always needed to carry out a color matching 
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experiment.” Based on this view, we calibrated color, luminance, 
and contrast in this study according to the following procedure. 
We asked an assessor group consisting of three people to compare 
the two displays. We asked, “Which one do you think is brighter?” 
and “Which do you think has better contrast?” and we calibrated 
all settings based on the answers. We repeated this process until 
the assessor group could not distinguish between the two displays. 
This method was also employed in the study by Tan et al. [28], 
mentioned in the related work section. 
Nevertheless, it is difficult to perfectly match each parameter of 
the two displays with this technique. Therefore, using a similar 
technique, we obtained results approximately similar to those 
described in the results section in an experiment using large and 
small displays that were different from those in our experiment 
(see the section “Confirmation experiment”). From the results, we 
concluded that the method we employed in our study to calibrate 
color, luminance, and contrast based on human observation did 
not affect the results obtained in the results section. 

5. EXPERIMENTAL METHOD
Building on the studies mentioned in the related work section, we 
formed the following hypothesis for this research and formulated 
three different tasks to test it. 

Hypothesis: Physical display size affects performance in reading 
comprehension tasks. Large displays encourage users to read text 
information at the small-unit level of characters and words and 
small displays encourage reading of text information at the large-
unit level of sentences and paragraphs. 

5.1 Experimental conditions 
We set two viewing conditions: far, in which a large display is 
viewed from a distance, and near, in which a small display is 
viewed from close-up (Figure 1). We used a within-subjects 
design. We presented text on the displays and compared the 
effects on reading comprehension. 
The experimental setup and equipment are described in the 
previous section. We used standardized character size, number of 
characters per line, and line spacing for the text displayed on both 
displays. 

5.2 Participants 
Fourteen graduate students from an information science university 
participated in the experiment. They were 23–27 years of age. 
They all had Japanese as their mother tongue, and their vision or 
corrected vision was 1.0 or better. As a precaution, before the 
experiment, we presented a sample in the same manner under the 
same conditions to check for vision problems and eliminated 
participants who stated that the characters were difficult to read. 
One person was excluded on this basis; hence, the final number of 
participants was thirteen (three female). 

5.3 Task and experimental material 
As mentioned in the previous section, the text was divided into 
three different structural levels, and we created three kinds of 
tasks to evaluate reading comprehension at each level. Each 
participant performed all three kinds of tasks under both viewing 
conditions. 

For the experiment, we chose articles from the same author, 
Takashi Saito, in order to preserve homogeneity; we used his 
book “Dandori Ryoku” (published by Chikumashobo). Our 
reasoning was that as Saito Takashi’s books have a reputation for 
readability, participant-specific effects could be minimized. 

The text shown for each problem was set at 1300–1500 characters 
comprising seven to eight paragraphs, an amount that can be 
comfortably presented on a screen without the need for scrolling. 

5.3.1 Surface task 
For the surface task meeting the level 1 standard described above, 
participants were asked to search words in the text. Piolat et al. 
asked participants to detect and correct spelling mistakes or 
inappropriate words in the text, but we chose a word search task 
for our experiment. We reasoned that this corresponds to real 
usage situations as users frequently search for specific words, for 
example, when using displays to read television program 
information or websites. 
To select words, we used a program to randomly sample nouns 
from the text with an appearance frequency of 1. At the start of 
the task, a word was shown at the bottom of the screen. The 
participant searched for that word in the text shown at the top of 
the screen and clicked on it with the mouse to respond. The word 
was then marked in red. This corresponds to one question; 
participants replied to six questions for the same text. Figure 2 
shows an example. 

Figure 2. Example of Surface Task. 

5.3.2 Cohesion task 
For the cohesion task meeting the level 2 standard described 
above, participants were asked to select appropriate connectives 
and place them in blank spaces. 
As the verbal expressions indicating cohesion, this task dealt with 
conjunctive expressions, which can easily be sampled 
automatically. The target conjunctives were randomly sampled 
from those in the text. At the beginning of the task, text with 
blank spaces was displayed and the available conjunctive choices 
were shown at the bottom of the screen. The participants 
responded by selecting the appropriate conjunctive. Each 
conjunctive corresponded to one question and the participants 
responded to three questions for the same text. Figure 3 shows an 
example. 

1) Word is displayed at the bottom of the screen.
2) When searching the displayed word in the text and clicking on it, it

is marked in red.
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Figure 3. Example of Cohesion Task. 

5.3.3 Coherence task 
For the coherence task meeting the level 3 standard described 
above, the participants were asked for the original order of a 
sequence of paragraphs. 
The participants had to insert one paragraph that was shown 
independently of the text into the appropriate places. 
The shown text consisted of a total of 7–8 paragraphs, and the 
paragraph extracted from the text and shown was randomly 
selected. At the beginning of the task, the separated one paragraph 
was shown at the bottom of the screen and the text without the 
paragraph appeared at the top. Each paragraph at the top of the 
screen was given a number, and the participants replied by 
indicating where the separated paragraph should be inserted. 
Figure 4 shows an example. 

Figure 4. Example of Coherence Task. 

5.4 Experimental procedure 
The experimental procedure is illustrated in Figure 5. The 
operating procedure and tasks were explained to the participants, 
who performed the tasks after a practice session. The participants 
were asked to answer as quickly as possible in all tasks. To ensure 
that the participants had the display surface in focus, they were 

asked to look at text that bore no relation to the problem text for 
10 s before beginning each problem for each task. 
The order of presentation of viewing conditions and text were 
counterbalanced between participants to avoid order effects. For 
instance, if one participant read text A under “near” conditions 
and text B under “far” conditions, a different participant would 
read text B under “near” conditions and text A under “far” 
conditions. 

Figure 5. Experiment procedure. 

6. RESULTS

6.1 Results 
We measured the time needed to respond and accuracy rate for all 
three tasks. 

Figures 6, 7, and 8 show the measured values and z-scores1 for the 
average completion time and average accuracy rate for each task. 
Because we counterbalanced the presented texts, as mentioned in 
the experimental procedure section, we cannot compare the 
measured values between viewing conditions. To compensate for 
the differences between the multiple texts used in this experiment, 
we therefore acquired the z-score of the participants’ measured 
values for each text. We then conducted a two-way ANOVA for 
repeated measures (‘viewing conditions’ as one within-subjects 
factor × ‘text’ as one within-subjects factor) on those z-scores. 
There was no significant main effect of text and no significant 
interactions between viewing conditions and text. That is, we 
could verify that the differences among the texts used in this 
experiment had no effect on the reading comprehension 
performance. We then regrouped the z-scores for each participant 
for each viewing condition and compared them between viewing 
conditions. We used the significance test with the two-tailed 
paired t-test. 
For the average completion time per question, no significant 
difference was found between the two viewing conditions at the 
5% significance level for any of the three tasks: surface task (near: 
M = −0.039, SD = 0.971; far: M = 0.039, SD = 0.961; t(77) = 
0.547, p = 0.586); cohesion task (near: M = 0.202, SD = 0.972; 
far: M = −0.068, SD = 0.950; t(38) = 1.529, p = 0.135); coherence 
task (near: M = 0.025, SD = 0.979; far: M = 0.127, SD = 1.248; 
t(25) = 0.292, p = 0.772). 
Moreover, for the average accuracy rate, no significant difference 
was found between the two viewing conditions at the 5% 
significance level: surface task (near: M = −3.99E−17, SD = 
0.395; far: M = −3.99E−17, SD = 0.395; t(77) = 8.431E−08, p = 

1 The standardized score so that the mean value for each measured 
value is 0 and the standard deviation is 1 

1) Blank spaces are displayed throughout the text.
2) The conjunctive that fits in space 1) is selected from a group of

conjunctive candidates.

1) Each paragraph is numbered, while at the same time a separated
paragraph is shown at the bottom of the screen.

2) The place where the separated paragraph should be inserted is
selected from a group of candidates. 

Surface task
6 questions (text B)

[far / near] 
6 questions (text A) 

[near / far] 
Train
-ing BreakBreak

BreakCohesion task
3 questions (text D)

[near / far]
3 questions (text C) 

[far / near]
Train
-ing BreakBreak

BreakCoherence task
1 question (text G)
1 question (text H)

[far / near]

1 question (text E) 
1 question (text F) 

[near / far]

Train
-ing BreakBreak
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1.0), cohesion task (near: M = 0.026, SD = 0.698; far: M = 0.022, 
SD = 0.880; t(38) = 0.022, p = 0.982), coherence task (near: M = 
0.088, SD = 1.032; far: M = 0.040, SD = 0.979, t(25) = 0.160, p = 
0.874). 

Figure 6. Completion time and accuracy for surface task. 

Figure 7. Completion time and accuracy for cohesion task. 

Figure 8. Completion time and accuracy for coherence task. 

6.2 Confirmation experiment 
The measurement results obtained in the results section were 
comparisons using one set consisting of small and large displays. 
With results from only one set, it is possible that a combination 
was selected that just happens not to produce any differences. 
Therefore, we conducted an additional experiment with a different 
display set to confirm the results reported in the results section. 
For this experiment, we used the 5.6" LCD Fujitsu FMV-BIBLO 
LOOX U50WN for the small display and the 55 V plasma screen 
HITACHI W55-P5500 for the large display. Eight graduate 
students (two female) from information science universities 
participated in the experiment. They were 23–26 years in age. The 
adjustment methods for color, brightness, and contrast as well as 
the tasks, test material, and experimental procedure were as 
described in the previous sections. 

For the average completion time per question, no significant 
difference was found between the two conditions for all three 
tasks: surface task (near: M = 0.051, SD = 0.954; far: M = −0.051, 
SD = 0.934; t(47) = 0.587, p = 0.560), cohesion task (near: M = 
0.221, SD = 0.921; far: M = 0.028, SD = 0.962; t(23) = 0.933, p = 
0.360), coherence task (near: M = 0.245, SD = 0.828; far: M = 
0.097, SD = 1.386; t(15) = 0.326, p = 0.749). In addition, for the 
average accuracy rate, no significant difference was found 
between the two conditions for all tasks: surface task (near: M = 
−9.3E−18, SD = 0.386; far: M = −9.3E−18, SD = 0.386; t(47) = 
5.96E−08, p = 1.0), cohesion task (near: M = 0.019, SD = 0.553; 
far: M = 0.059, SD = 0.777; t(23) = −0.208, p = 0.837), coherence 
task (near: M = −0.034, SD = 1.052; far: M = −0.193, SD = 0.579, 
t(15) = 0.563, p = 0.582). 
Thus, we confirmed the experimental result in the results section 
using this different set of displays: No difference in the 
completion time or accuracy rate of three different tasks appears 
in the measurements of reading comprehension of texts. 

7. DISCUSSION
The purpose of this study was to investigate how display size 
affects an individual’s reading comprehension of text when visual 
angle is constant. Building on the findings from previous studies, 
we hypothesized that large displays encourage users to read text 
information at the small-unit level of characters and words and 
small displays encourage reading of text information at the large-
unit level of sentences and paragraphs. 
However, the surface task showed that large displays do not 
encourage users to read text information at the small-unit level. 
Furthermore, the coherence task showed that small displays do not 
encourage users to read text information on the large-unit level. 
These results clearly indicate that the hypothesis does not hold 
and when visual angle is constant, the affordances offered by two 
different size displays, one large and one small, do not affect user 
performance in brief reading comprehension tasks. 
Our study suggests that physical display size is not an important 
factor in designing display systems for viewing text. Surprisingly, 
different display sizes did not produce any differences in all text 
information search tasks on the small-unit level or text 
information comprehension tasks on the large-unit level23. It is 
interesting that the results of previous research, which showed that 
for picture and video media, large displays bias users toward an 
egocentric perspective and small displays bias users toward an 
exocentric perspective, differ so greatly from the results of our 
experiment relating to text media. 
We will discuss the main reasons for this difference. In the sense 
of recognizing objects distributed in the display space, the tasks 
using pictures and videos in previous research by Tan et al. and 
Bao et al. are similar to those using text in our research. However, 
in the former, the shape, orientation, and distribution of objects in 

2 Note that the text tasks used in this study were also used in an 
experiment studying the differences between two different 
presentation media (paper and electronic media), which 
confirmed that these tasks exhibit significant differences in both 
completion time and accuracy rate. 

3 Note that both sets of large and small displays used in this study 
were also used in an experiment involving tasks related to 
images, which confirmed that they form a display condition that 
yields significant differences in completion time and accuracy 
rate [[12]]. 
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the display space provide important clues to performing the task. 
In contrast, in the latter, the character size, character spacing, and 
line spacing appearing in the display space are all uniform, and 
therefore are not significant, whereas the understanding of chunks 
(words, phrases, sentences, and paragraphs) composed of multiple 
adjacent characters is important in performing the tasks. Once 
they are recognized as chunks and excluding factors such as the 
order of appearance of the chunks in the space or their 
relationships with the preceding and following chunks, their 
physical position as objects in the space does not have the same 
important meaning as in the former case. It can be speculated 
whether for this experiment where text was displayed, the degree 
of immersion of the user in the display space was weak, and 
therefore, no difference could be seen between the large and small 
displays. However, this must naturally be investigated for each 
task because these findings cannot be applied universally to 
diverse tasks in picture, video, and text media. 
Whether text is displayed on small display or on large display 
does not affect users’ reading comprehension. The results of our 
study should provide motivation and ideas to content providers for 
electronic displays, interface designers, software developers, and 
display device developers. For instance, this can provide 
information that increases the number of options for those who 
propose new lifestyles or workstyles, such as individual browsing 
or reading of newspaper articles or novels on a screen projected 
on a wall or large display and not on a small handheld PC or 
electronic paper. 
After the experiment, we attempted a magnitude estimation 
consisting of a subjective evaluation with open-ended questions 
and interviews. The magnitude estimation results showed no 
difference between large and small displays for the following 
questions: “Did you feel the text as a whole was easy to grasp?” 
and “Did you feel that more than the text as a whole, a particular 
section of the text was easy to grasp?” This agrees with the 
experimental results in the results section. In contrast, it was clear 
from the open-ended questions and interviews that participants 
preferred reading text on a small display over reading on a large 
display. One possible reason for this may be the effect of fatigue 
or the degree of readability, both of which are difficult to measure 
in short tasks such as the ones in our experiment. One important 
issue for future study is the design of environments for 
experiments of longer duration or under circumstances closely 
reflecting real usage and objective and quantitative measurements 
of indices that were out of scope of this experiment, such as 
fatigue and readability. 
Furthermore, our experiment did not evaluate questions regarding 
user behavior, such as how users behave or what types of 
cognitive strategies they employ when executing a task involving 
reading comprehension of text on a display. In the interviews we 
conducted in our experiment, we asked participants about 
strategies they employed in performing a task, but it became clear 
that it is difficult to gain any meaningful information or insights 
from participants' own explanations about the cognitive strategies 
they used. We expect that analysis of gaze movement patterns 
during reading comprehension of text using gaze behavior 
measuring equipment or analysis of operation patterns for a 
mouse or pen that substitute for gaze behavior will provide a 
deeper understanding of user reading comprehension on displays. 

8. CONCLUSION
In this paper, we showed that difference in display size does not 
affect an individual’s performance in brief reading comprehension 
tasks including text information search tasks on the small-unit 

level or text information comprehension tasks on the large-unit 
level. 
The results of our experiment simply showed that differences in 
display size do not affect users’ brief reading comprehension of 
articles. To design display systems that make optimum use of 
displays with different physical sizes, we must have a clear 
understanding of the interaction between display size and other 
factors such as the types of displayed text or users’ postures 
during reading text. Further research in this field is necessary 
because existing findings [13, 17] indicate that there are specific 
differences in reading comprehension and degree of readability 
corresponding to differences in the format in which text is 
displayed on identical display devices, for instance, font, type size, 
and line spacing. 
Our findings could be used to design electronic media space. 
However, especially today, when electronic media space often 
does not contain text alone but is commonly a multimedia space 
combining several types of media such as photos, illustrations, 
and video, we need to consider user cognitive properties with 
respect to these media and employ a comprehensive approach to 
display system design. For this reason, more empirical research is 
needed. It also could be useful in further research to observe and 
interview real users before the experiments are set, so to include 
relevant aspects of user experience like emotions, motivations, 
meaningful activities which affect users performance in reading in 
real situations. 
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